
Conceptual Questions for Review 

Chapter 1 

1.1 Which vectors are linear combinations of v = (3,1) and w = (4,3)? 

1.2 Comparethedotproductofv = (3,1) and w = (4,3) totheproductoftheirlengths. 
Which is larger? Whose inequality? 

1.3 What is the cosine of the angle between v and w in Question 1.2? What is the cosine 
of the angle between the x-axis and v? 

Chapter 2 

2.1 Multiplying a matrix A times the column vector x = (2, -1) gives what combination 
of the columns of A? How many rows and columns in A? 

2.2 If Ax = b then the vector b is a linear combination of what vectors from the matrix 
A? In vector space language, b lies in the space of A. 

2.3 If A is the 2 by 2 matrix [~ ~] what are its pivots? 

2.4 If A is the matrix [¥ ~] how does elimination proceed? What permutation matrix P 
is involved? 

2.5 If A is the matrix [~ 1] find band c so that Ax = b has no solution and Ax = c has 
a solution. 

2.6 What 3 by 3 matrix L adds 5 times row 2 to row 3 and then adds 2 times row 1 to 
row 2, when it multiplies a matrix with three rows? 

2.7 What 3 by 3 matrix E subtracts 2 times row 1 from row 2 and then subtracts 5 times 
row 2 from row 3? How is E related to L in Question 2.6? 

2.8 If A is 4 by 3 and B is 3 by 7, how many row times column products go into AB? 
How many column times row products go into AB? How many separate small mul
tiplications are involved (the same for both)? 
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2.9 Suppose A = [~ ¥] is a matrix with 2 by 2 blocks. What is the inverse matrix? 

2.10 How can you find the inverse of A by working with [A I]? If you solve the n 
equations Ax = columns of I then the solutions x are columns of __ 

2.11 How does elimination decide whether a square matrix A is invertible? 

2.12 Suppose elimination takes A to U (upper triangular) by row operations with the 
multipliers in L (lower triangular). Why does the last row of A agree with the last 
row of L times U? 

2.13 What is the factorization (from elimination with possible row exchanges) of any 
square invertible matrix? 

2.14 What is the transpose of the inverse of AB? 

2.15 How do you know that the inverse of a permutation matrix is a permutation matrix? 
How is it related to the transpose? 

Chapter 3 

3.1 What is the column space of an invertible n by n matrix? What is the nullspace of 
that matrix? 

3.2 If every column of A is a multiple of the first column, what is the column space of 
A? 

3.3 What are the two requirements for a set of vectors in Rn to be a subspace? 

3.4 If the row reduced form R of a matrix A begins with a row of ones, how do you know 
that the other rows of R are zero and what is the nullspace? 

3.5 Suppose the nullspace of A contains only the zero vector. What can you say about 
solutions to Ax = b? 

3.6 From the row reduced form R, how would you decide the rank of A? 

3.7 Suppose column 4 of A is the sum of columns I, 2, and 3. Find a vector in the 
nullspace. 

3.8 Describe in words the complete solution to a linear system Ax = b. 

3.9 If Ax = b has exactly one solution for every b, what can you say about A? 

3.10 Give an example of vectors that span R2 but are not a basis for R2. 

3.11 What is the dimension of the space of 4 by 4 symmetric matrices? 

3.12 Describe the meaning of basis and dimension of a vector space. 
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3.13 Why is every row of A perpendicular to every vector in the nullspace? 

3.14 How do you know that a column u times a row v T (both nonzero) has rank I? 

3.15 What are the dimensions of the four fundamental subspaces, if A is 6 by 3 with rank 
2? 

3.16 What is the row reduced form R of a 3 by 4 matrix of a1l2's? 

3.17 Describe a pivot column of A. 

3.18 True? The vectors in the left nullspace of A have the form AT y . 

3.19 Why do the columns of every invertible matrix yield a basis? 

Chapter 4 

4.1 What does the word complement mean about orthogonal subspaces? 

4.2 If V is a subspace of the 7 -dimensional space R 7 , the dimensions of V and its or
thogonal complement add to __ 

4.3 The projection of b onto the line through a is the vector __ 

4.4 The projection matrix onto the line through a is P = __ 

4.5 The key equation to project b onto the column space of A is the normal equation 

4.6 The matrix AT A is invertible when the columns of A are __ 

4.7 The least squares solution to Ax = b minimizes what error function? 

4.8 What is the connection between the least squares solution of Ax = b and the idea of 
projection onto the column space? 

4.9 If you graph the best'straight line to a set of 10 data points, what shape is the matrix 
A and where does the projection p appear in the graph? 

4.10 If the columns of Q are orthonormal, why is Q T Q = I? 

4.11 What is the projection matrix P onto the columns of Q? 

4.12 If Gram-Schmidt starts with the vectors a = (2,0) and b = (1,1), which two 
orthonormal vectors does it produce? If we keep a = (2,0) does Gram-Schmidt 
always produce the same two orthonormal vectors? 

4.13 True? Every permutation matrix is an orthogonal matrix. 

4.14 The inverse of the orthogonal matrix Q is __ 
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Chapter 5 

5.1 What is the determinant of the matrix - I? 

5.2 Explain how the determinant is a linear function of the first row. 

5.3 How do you know that detA-1 = 1/ detA? 
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5.4 If the pivots of A (with no row exchanges) are 2, 6, 6, what submatrices of A have 
known determinants? 

5.5 Suppose the first row of A is 0,0,0,3. What does the "big formula" for the determi
nant of A reduce to in this case? 

5.6 Is the ordering (2,5,3,4,1) even or odd? What permutation matrix has what deter
minant, from your answer? 

5.7 What is the cofactor C23 in the 3 by 3 elimination matrix E that subtracts 4 times 
row 1 from row 2? What entry of E- l is revealed? 

5.8 Explain the meaning of the cofactor formula for det A using column 1. 

5.9 How does Cramer's Rule give the first component in the solution to I x = b? 

5.10 If I combine the entries in row 2 with the cofactors from row 1, why is a2l C l1 + 
a22C12 + a23C13 automatically zero? 

5.11 What is the connection between determinants and volumes? 

5.12 Find the cross product of u = (0,0,1) and v = (0,1,0) and its direction. 

5.13 If A is n by n, why is det(A - AI) a polynomial in A of degree n? 

Chapter 6 

6.1 What equation gives the eigenvalues of A without involving the eigenvectors? How 
would you then find the eigenvectors? 

6.2 If A is singular what does this say about its eigenvalues? 

6.3 If A times A equals 4A, what numbers can be eigenvalues of A? 

6.4 Find a real matrix that has no real eigenvalues or eigenvectors. 

6.5 How can you find the sum and product of the eigenvalues directly from A? 

6.6 What are the eigenvalues of the rank one matrix [1 2 1 F[ 1 II]? 

6.7 Explain the diagonalization formula A = SAS- l . Why is it true and when is it true? 
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6.8 What is the difference between the algebraic and geometric multiplicities of an eigen
value of A? Which might be larger? 

6.9 Explain why the trace of AB equals the trace of BA. 

6.10 How do the eigenvectors of A help to solve du/dt = Au? 

6.11 How do the eigenvectors of A help to solve uk+l = AUk? 

6.12 Define the matrix exponential eA and its inverse and its square. 

6.13 If A is symmetric, what is special about its eigenvectors? Do any other matrices have 
eigenvectors with this property? 

6.14 What is the diagonalization formula when A is symmetric? 

6.15 What does it mean to say that A is positive definite? 

6.16 When is B = AT A a positive definite matrix (A is real)? 

6.17 If A is positive definite describe the surface x T Ax = 1 in Rn. 

6.18 What does it mean for A and B to be similar? What is sure to be the same for A and 
B? 

6.19 The 3 by 3 matrix with ones for i > j has what Jordan form? 

6.20 The SVD expresses A as a product of what three types of matrices? 

6.21 How is the SVD for A linked to AT A? 

Chapter 7 

7.1 Define a linear transformation from R3 to R2 and give one example. 

7.2 If the upper middle house on the cover of the book is the original, find something 
nonlinear in the transformations of the other eight houses. 

7.3 If a linear transfoimation takes every vector in the input basis into the next basis 
vector (and the last into zero), what is its matrix? 

7.4 Suppose we change from the standard basis (the columns of 1) to the basis given by 
the columns of A (invertible matrix). What is the change of basis matrix M? 

7.5 Suppose our new basis is formed from the eigenvectors of a matrix A. What matrix 
represents A in this new basis? 

7.6 If A and B are the matrices representing linear transformations S and T on Rn, what 
matrix represents the transformation from v to S(T(v))? 

7.7 Describe five important factorizations of a matrix A and explain when each of them 
succeeds (what conditions on A?). 



GLOSSARY: A DICTIONARY FOR 
LINEAR ALGEBRA 

Adjacency matrix of a graph. Square matrix with aij = 1 when there is an edge from 
node i to node j; otherwise aij = O. A = AT when edges go both ways (undirected). 

Affine transformation Tv = Av + Vo = linear transformation plus shift. 

Associative Law (AB)C = A(BC). Parentheses can be removed to leave ABC. 

Augmented matrix [A b]. Ax = b is solvable when b is in the column space of A; then 
[A b] has the same rank as A. Elimination on [A b] keeps equations correct. 

Back substitution. Upper triangular systems are solved in reverse order Xn to Xl. 

Basis for V. Independent vectors VI, ... , v d whose linear combinations give each vector 
in V as v = CIVI + ... + CdVd. V has many bases, each basis gives unique c's. 
A vector space has many bases! 

Big formula for n by n determinants. Det(A) is a sum of n! terms. For each term: 
Multiply one entry from each row and column of A: rows in order 1, ... , nand 
column order given by a permutation P. Each of the n! P 's has a + or - sign. 

Block matrix. A matrix can be partitioned into matrix blocks, by cuts between rows and/or 
between columns. Block multiplication ofAB is allowed if the block shapes permit. 

Cayley-Hamilton Theorem. peA) = det(A - AI) has peA) = zero matrix. 

Change of basis matrix M. The old basis vectors v j are combinations L mij Wi of the 
new basis vectors. The coordinates of CI VI + ... + cnvn = d l wI + ... + dn Wn are 
related by d = M c. (For n = 2 set VI = mll WI +m21 W2, V2 = m12WI +m22w2.) 

Characteristic equation det(A - AI) = O. The n roots are the eigenvalues of A. 

Cholesky factorization A = CTC = (L.J]))(L.J]))T for positive definite A. 

Circulant matrix C. Constant diagonals wrap around as in cyclic shift S. Every circulant 
is Col + CIS + ... + Cn_lSn

-
l . Cx = convolution c * x. Eigenvectors in F. 

Cofactor Cij. Remove row i and column j; multiply the determinant by (-I)i + j • 

Column picture of Ax = b. The vector b becomes a combination of the columns of A. 
The system is solvable only when b is in the column space C (A). 

Column space C (A) = space of all combinations of the columns of A. 

Commuting matrices AB = BA. If diagonalizable, they share n eigenvectors. 

Companion matrix. Put CI, ... ,Cn in row n and put n - 1 ones just above the main 
diagonal. Then det(A - AI) = ±(CI + c2A + C3 A 2 + .•. + cnA n-l - An). 

Complete solution x = x p + Xn to Ax = h. (Particular x p) + (x n in nullspace). 
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Complex conjugate z = a - ib for any complex number z = a + ib. Then zz = Iz12. 

Condition number cond(A) = c(A) = IIAIlIIA-III = amaxlamin. In Ax = b, the 
relative change Ilox III Ilx II is less than cond(A) times the relative change Ilob III lib II· 
Condition numbers measure the sensitivity of the output to change in the input. 

Conjugate Gradient Method. A sequence of steps (end of Chapter 9) to solve positive 
definite Ax = b by minimizing !x T Ax - x Tb over growing Krylov subspaces. 

Covariance matrix:E. When random variables Xi have mean = average value = 0, their 
covariances "'£ ij are the averages of XiX j. With means Xi, the matrix :E = mean of 
(x - x) (x - x) T is positive (semi)definite; :E is diagonal if the Xi are independent. 

Cramer's Rule for Ax = b. B j has b replacing column j of A; x j = det B j I det A 

Cross product u xv in R3: Vector perpendicular to u and v, length Ilullllvlll sin el = area 
of parallelogram, u x v = "determinant" of [i j k; UI U2 U3; VI V2 V3]. 

Cyclic shift S. Permutation with S21 = 1, S32 = 1, ... , finally SIn = 1. Its eigenvalues 
are the nth roots e2lrik/n of 1; eigenvectors are columns of the Fourier matrix F. 

Determinant IAI = det(A). Defined by det I = 1, sign reversal for row exchange, and 
linearity in each row. Then IAI = 0 when A is singular. Also IABI = IAIIBI and 
lA-II = l/lAI and IATI = IAI. The big formula for det(A) has a sum of n! terms, 
the cofactor formula uses determinants of size n - 1, volume of box = I det( A) I. 

Diagonal matrix D. dij = 0 if i #- j. Block-diagonal: zero outside square blocks Du. 

Diagonalizable matrix A. Must have n independent eigenvectors (in the columns of S; 
automatic with n different eigenvalues). Then S-I AS = A = eigenvalue matrix. 

Diagonalization A = S-1 AS. A = eigenvalue matrix and S = eigenvector matrix of A. 
A must have n independent eigenvectors to make S invertible. All Ak = SA k S-I. 

Dimension of vector space dim(V) = number of vectors in any basis for V. 

Distributive Law A(B + C) = AB + AC. Add then multiply, or mUltiply then add. 

Dot product = Inner product x T y = XI Y 1 + ... + Xn Yn. Complex dot product is x T Y . 
Perpendicular vectors have x T y = O. (AB)ij = (row i of A)T(column j of B). 

Echelon matrix U. The first nonzero entry (the pivot) in each row comes in a later column 
than the pivot in the previous row. All zero rows come last. 

Eigenvalue A and eigenvector x. Ax = AX with x#-O so det(A - AI) = o. 
Elimination. A sequence of row operations that reduces A to an upper triangular U or 

to the reduced form R = rref(A). Then A = LU with multipliers eO in L, or 
P A = L U with row exchanges in P, or E A = R with an invertible E. 

Elimination matrix = Elementary matrix Eij. The identity matrix with an extra -eij 
in the i, j entry (i #- j). Then Eij A subtracts eij times row j of A from row i. 

Ellipse (or ellipsoid) x T Ax = 1. A must be positive definite; the axes of the ellipse are 
eigenvectors of A, with lengths 1/.JI. (For IIx II = 1 the vectors y = Ax lie on the 
ellipse IIA-1 yll2 = Y T(AAT)-1 Y = 1 displayed by eigshow; axis lengths ad 

Exponential eAt = I + At + (At)2 12! + ... has derivative AeAt ; eAt u(O) solves u' = Au. 
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Factorization A = L U. If elimination takes A to U without row exchanges, then the 
lower triangular L with multipliers eij (and eii = 1) brings U back to A. 

Fast Fourier Transform (FFT). A factorization of the Fourier matrix Fn into e = log2 n 
matrices Si times a permutation. Each Si needs only nl2 multiplications, so Fnx 
and Fn-1c can be computed with ne/2 multiplications. Revolutionary. 

Fibonacci numbers 0,1,1,2,3,5, ... satisfy Fn = Fn-l + Fn- 2 = (A7 -A~)I()q -A2). 
Growth rate Al = (1 + .J5) 12 is the largest eigenvalue of the Fibonacci matrix [ } A]. 

Four Fundamental Subspaces C (A), N (A), C (AT), N (AT). Use AT for complex A. 

Fourier matrix F. Entries Fjk = e21Cijk/n give orthogonal columns FT F = nI. Then 
y = Fe is the (inverse) Discrete Fourier Transform Y j = L cke21Cijk/n. 

Free columns of A. Columns without pivots; these are combinations of earlier columns. 

Free variable Xi. Column i has no pivot in elimination. We can give the n - r free 
variables any values, then Ax = b determines the r pivot variables (if solvable!). 

Full column rank r = n. Independent columns, N(A) = {O}, no free variables. 

Full row rank r = m. Independent rows, at least one solution to Ax = b, column space 
is all of Rm. Full rank means full column rank or full row rank. 

Fundamental Theorem. The nullspace N (A) and row space C (AT) are orthogonal com
plements in Rn(perpendicular from Ax = 0 with dimensions rand n - r). Applied 
to AT, the column space C(A) is the orthogonal complement of N(AT) in Rm. 

Gauss-Jordan method. Invert A by row operations on [A I] to reach [I A-I]. 

Gram-Schmidt orthogonalization A = QR. Independent columns in A, orthonormal 
columns in Q. Each column q j of Q is a combination of the first j columns of A 
(and conversely, so R is upper triangular). Convention: diag(R) > o. 

Graph G. Set of n nodes connected pairwise by m edges. A complete graph has all 
n(n - 1)/2 edges between nodes. A tree has only n - 1 edges and no closed loops. 

Hankel matrix H. Constant along each antidiagonal; hij depends on i + j. 

Hermitian matrix A H = AT = A. Complex analog a j i = aU of a symmetric matrix. 

Hessenberg matrix H. Triangular matrix with one extra nonzero adjacent diagonal. 

Hilbert matrix hilb(n). Entries HU = 1/(i + j -1) = Jd X
i - 1 xj-1dx. Positive definite 

but extremely small Amin and large condition number: H is ill-conditioned. 

Hypercube matrix pl. Row n + 1 counts corners, edges, faces, ... of a cube in Rn. 

Identity matrix I (or In). Diagonal entries = 1, off-diagonal entries = 0. 

Incidence matrix of a directed graph. The m by n edge-node incidence matrix has a 
row for each edge (node i to node j), with entries -1 and 1 in columns i and j . 

Indefinite matrix. A symmetric matrix with eigenvalues of both signs (+ and - ). 
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Independent vectors VI, .. " vk. No combination cl VI + ... + qVk = zero vector 
unless all ci = O. If the v's are the columns of A, the only solution to Ax = 0 is 
x = o. 

Inverse matrix A-I. Square matrix with A-I A = I and AA-l = I. No inverse if 
det A = 0 and rank(A) < n and Ax = 0 for a nonzero vector x. The inverses of AB 
and AT are B-1 A-I and (A-I)T. Cofactor formula (A-l)ij = Cji! detA. 

Iterative method. A sequence of steps intended to approach the desired solution. 

Jordan form 1 = M-1 AM. If A has s independent eigenvectors, its "generalized" 
eigenvector matrix M gives 1 = diag(lt, ... , 1s). The block his Akh +Nk where 
Nk has 1 's on diagonall. Each block has one eigenvalue Ak and one eigenvector. 

Kirchhoff's Laws. Current Law: net current (in minus out) is zero at each node. Voltage 
Law: Potential differences (voltage drops) add to zero around any closed loop. 

Kronecker product (tensor product) A ® B. Blocks aij B, eigenvalues Ap(A)Aq(B). 

Krylov subspace Kj(A, b). The subspace spanned by b, Ab, ... , Aj-Ib. Numerical 
methods approximate A -I b by x j with residual b - Ax j in this subspace. A good 
basis for K j requires only multiplication by A at each step. 

Least squares solution X. The vector x that minimizes the error lie 112 solves AT Ax = 
ATb. Then e = b - Ax is orthogonal to all columns of A. 

Left inverse A+. If A has full column rank n, then A+ = (AT A)-I AT has A+ A = In. 

Left nullspace N (AT). Nullspace of AT = "left nullspace" of A because y T A = OT. 

Length II x II. Square root of x T x (Pythagoras in n dimensions). 

Linear combination cv + d w or L C jV j. Vector addition and scalar multiplication. 

Linear transformation T. Each vector V in the input space transforms to T (v) in the 
output space, and linearity requires T(cv + dw) = c T(v) + d T(w). Examples: 
Matrix multiplication A v, differentiation and integration in function space. 

Linearly dependent VI, ... , Vn. A combination other than all Ci = 0 gives L Ci Vi = O. 

Lucas numbers Ln = 2,J, 3, 4, ... satisfy Ln = L n- l +Ln- 2 = A1 +A~, with AI, A2 = 
(1 ± -/5)/2 from the Fibonacci matrix U~]' Compare Lo = 2 with Fo = O. 

Markov matrix M. All mij > 0 and each column sum is 1. Largest eigenvalue A = 1. If 
mij > 0, the columns of Mk approach the steady state eigenvector M s = s > O. 

Matrix multiplication AB. The i, j entry of AB is (row i of A)·(column j of B) = 
L aikbkj. By columns: Column j of AB = A times column j of B. By rows: row 
i of A multiplies B. Columns times rows: AB = sum of (column k)(row k). All 
these equivalent definitions come from the rule that A B times x equals A times B x . 

Minimal polynomial of A. The lowest degree polynomial with meA) = zero matrix. This 
is peA) = det(A - AI) if no eigenvalues are repeated; always meA) divides peA). 

Multiplication Ax = Xl (column 1) + ... + xn(column n) = combination of columns. 
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Multiplicities AM and G M. The algebraic multiplicity A M of A is the number of times 
A appears as a root of det(A - AI) = O. The geometric multiplicity GM is the 
number of independent eigenvectors for A (= dimension of the eigenspace). 

Multiplier eij. The pivot row j is multiplied by eij and subtracted from row i to eliminate 
the i, j entry: eij = (entry to eliminate) / (jth pivot). 

Network. A directed graph that has constants Cl, ... , Cm associated with the edges. 

Nilpotent matrix N. Some power of N is the zero matrix, N k = o. The only eigenvalue 
is A = 0 (repeated n times). Examples: triangular matrices with zero diagonal. 

Norm IIA II. The ".e 2 norm" of A is the maximum ratio II Ax II/l1x II = O"max· Then II Ax II < 
IIAllllxll and IIABII < IIAIIIIBII and IIA + BII < IIAII + IIBII. Frobenius norm 
IIAII} = L La~. The.e 1 and.e oo norms are largest column and row sums of laij I. 

Normal equation AT Ax = ATb. Gives the least squares solution to Ax = b if A has full 
rank n (independent columns). The equation says that (columns of A)·(b - Ax) = o. 

Normal matrix. If N NT = NT N, then N has orthonormal (complex) eigenvectors. 

Nullspace N (A) = All solutions to Ax = O. Dimension n - r = (# columns) - rank. 

Nullspace matrix N. The columns of N are the n - r special solutions to As = O. 

Orthogonal matrix Q. Square matrix with orthonormal columns, so QT = Q-l. 
Preserves length and angles, IIQxll = IIxll and (QX)T(Qy) = xTy. AlllAI = 1, 
with orthogonal eigenvectors. Examples: Rotation, reflection, permutation. 

Orthogonal subspaces. Every v in V is orthogonal to every w in W. 

Orthonormal vectors q 1 , ... , q n· Dot products are q T q j = 0 if i =1= j and q T q i = 1. 
The matrix Q with these orthonormal columns has Q T Q = I. If m = n then Q T = 
Q -1 and q 1 ' ... , q n is an orthonormal basis for Rn : every v = L (v T q j )q j • 

Outer product uv T = column times row = rank one matrix. 

Partial pivoting. In each column, choose the largest available pivot to control roundoff; 
all multipliers have leij I < 1. See condition number. 

Particular solution x p. Any solution to Ax = b; often x p has free variables = o. 
Pascal matrix Ps = pascal(n) = the symmetric matrix with binomial entries (i1~;2). 

Ps = PL Pu all contain Pascal's triangle with det = 1 (see Pascal in the index). 

Permutation matrix P. There are n! orders of 1, ... , n. The n! P 's have the rows of I in 
those orders. P A puts the rows of A in the same order. P is even or odd (det P = 1 
or -1) based on the number of row exchanges to reach I. 

Pivot columns of A. Columns that contain pivots after row reduction. These are not 
combinations of earlier columns. The pivot columns are a basis for the column space. 

Pivot. The diagonal entry (first nonzero) at the time when a row is used in elimination. 

Plane (or hyperplane) in Rn. Vectors x with aT x = O. Plane is perpendicular to a =1= O. 

Polar decomposition A = Q H. Orthogonal Q times positive (semi)definite H. 
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Positive definite matrix A. Symmetric matrix with positive eigenvalues and positive 
pivots. Definition: x T Ax > 0 unless x = O. Then A = LDLT with diag(D» O. 

Projection p = a(aTblaTa) onto the line through a. P = aaT laTa has rank l. 

Projection matrix P onto subspace S. Projection p = P b is the closest point to b in 
S, error e = b - Pb is perpendicularto S. p 2 = P = pT, eigenvalues are 1 or 0, 
eigenvectors are in S or S...L. If columns of A = basis for S then P = A (AT A) -1 AT. 

Pseudoinverse A+ (Moore-Penrose inverse). The n by m matrix that "inverts" A from 
column space back to row space, with N(A+) = N(AT). A+ A and AA+ are the 
projection matrices onto the row space and column space. Rank(A +) = rank(A). 

Random matrix rand(n) or randn(n). MATLAB creates a matrix with random entries, 
uniformly distributed on [0 1] for rand and standard normal distribution for randn. 

Rank one matrix A = uvT f=. O. Column and row spaces = lines cu and cv. 

Rank r (A) = number of pivots = dimension of column space = dimension of row space. 

Rayleigh quotient q (x) = X T Ax I x T x for symmetric A: Amin < q (x) < Amax. Those 
extremes are reached at the eigenvectors x for Amin(A) and Amax(A). 

Reduced row echelon form R = rref(A). Pivots = 1; zeros above and below pivots; the 
r nonzero rows of R give a basis for the row space of A. 

Reflection matrix (Householder) Q = I -2uuT • Unit vector u is reflected to Qu = -u. 
All x intheplanemirroruTx = o have Qx = x. Notice QT = Q-1 = Q. 

Right inverse A+. If A has full row rank m, then A+ = AT(AAT)-l has AA+ = 1m. 

Rotation matrix R = [~ CS ] rotates the plane by () and R-1 = RT rotates back by -(). 

Eigenvalues are eiO and e-iO , eigenvectors are (1, ±i). c, s = cos (), sin (). 

Row picture of Ax = b. Each equation gives a plane in Rn; the planes intersect at x. 

Row space C (AT) = all combinations of rows of A. Column vectors by convention. 

Saddle point of I(x}, ... ,xn ). A point where the first derivatives of I are zero and the 
second derivative matrix (a2 II aXi ax j = Hessian matrix) is indefinite. 

Schur complement S, D - C A -} B. Appears in block elimination on [~ g ]. 
Schwarz inequality Iv·wl < IIvll IIwll.Then IvTAwl2 < (vT Av)(wT Aw) for pos def A. 

Semidefinite matrix A. (Positive) semidefinite: all x T Ax > 0, all A > 0; A = any RT R. 

Similar matrices A and B. Every B = M-I AM has the same eigenvalues as A. 

Simplex method for linear programming. The minimum cost vector x * is found by 
moving from comer to lower cost comer along the edges of the feasible set (where 
the constraints Ax = b and x > 0 are satisfied). Minimum cost at a comer! 

Singular matrix A. A square matrix that has no inverse: det(A) = o. 
Singular Value Decomposition (SVD) A = U:E VT = (orthogonal) ( diag)( orthogonal) 

First r columns of U and V are orthonormal bases of C (A) and C (AT), AVi = O'iUi 
with singular value O'i > O. Last columns are orthonormal bases of nullspaces. 
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Skew-symmetric matrix K. The transpose is -K, since Kij = -Kji. Eigenvalues are 
pure imaginary, eigenvectors are orthogonal, eKt is an orthogonal matrix. 

Solvable system Ax = b. The right side b is in the column space of A. 

Spanning set. Combinations of VI, ... ,Vm fill the space. The columns of A span C (A)! 

Special solutions to As = O. One free variable is Si = 1, other free variables = o. 
Spectral Theorem A = QAQT. Real symmetric A has real A'S and orthonormal q's. 

Spectrum of A = the set of eigenvalues {A I, ... , An}. Spectral radius = max of IAi I. 

Standard basis for Rn. Columns of n by n identity matrix (written i ,j ,k in R3). 

Stiffness matrix If x gives the movements of the nodes, K x gives the internal forces. 
K = ATe A where C has spring constants from Hooke's Law and Ax = stretching. 

Subspace S of V. Any vector space inside V, including V and Z = {zero vector only}. 

Sum V + W of subs paces. Space of all (v in V) + (w in W). Direct sum: V n W = to}. 
Symmetric factorizations A = LDLT and A = QAQT. Signs in A = signs in D. 

Symmetric matrix A. The transpose is AT = A, and aU = a ji. A-I is also symmetric. 

Toeplitz matrix. Constant down each diagonal = time-invariant (shift-invariant) filter. 

'Irace of A = sum of diagonal entries = sum of eigenvalues of A. Tr AB = Tr BA. 

Transpose matrix AT. Entries AL = Ajj. AT is n by In, AT A is square, symmetric, 
positive semidefinite. The transposes of AB and A-I are BT AT and (AT)-I. 

Triangle inequality II u + v II < II u II + II v II. For matrix norms II A + B II < II A II + II B II· 
'Iridiagonal matrix T: tij = 0 if Ii - j I > 1. T- 1 has rank 1 above and below diagonal. 

Unitary matrix UH = U T = U-I. Orthonormal columns (complex analog of Q). 

Vandermonde matrix V. V c = b gives coefficients of p(x) = Co + ... + Cn_IX n- 1 

with P(Xi) = bi. Vij = (Xi)j-I and det V = product of (Xk - Xi) for k > i. 

Vector v in Rn. Sequence of n real numbers v = (VI, ... , Vn) = point in Rn. 

Vector addition. v + w = (VI + WI, ... , Vn + Wn ) = diagonal of parallelogram. 

Vector space V. Set of vectors such that all combinations cv + d w remain within V. 
Eight required rules are given in Section 3.1 for scalars c, d and vectors v, w. 

Volume of box. The rows (or the columns) of A generate a box with volume I det(A) I. 
Wavelets Wjk(t). Stretch and shift the time axis to create Wjk(t) = woo(2 j t - k). 



MATRIX FACTORIZATIONS 

1. A = LV = ( ll~wer trhiand~ular Ll ) ( .upper triahngdu.lar U I ) 
s on t e lagona PIvots on t e lagona 

Requirements: No row exchanges as Gaussian elimination reduces A to U. 

2. A = L D V = ( ll~wer tn
h
' and~ular LI ) ( DPi:otd~atriXI ) ( u

1 
~per trhiand~ular U

l 
) 

s on t e lagona IS lagona s on t e lagona 

Requirements: No row exchanges. The pivots in D are divided out to leave 1 's on 
the diagonal of U. If A is symmetric then U is L T and A = L DL T. 

3. PA = LV (permutation matrix P to avoid zeros in the pivot positions). 

Requirements: A is invertible. Then P, L, U are invertible. P does all of the 
row exchanges in advance, to allow normal L U. Alternative: A = LIP 1 U 1. 

4. EA = R (m by m invertible E) (any matrix A) = rref(A). 

Requirements: None! The reduced row echelonJorm R has r pivot rows and pivot 
columns. The only nonzero in a pivot column is the unit pivot. The last m - r rows 
of E are a basis for the left nullspace of A; they multiply A to give zero rows in R. 
The first r columns of E-l are a basis for the column space of A. 

5. A = eTc = (lower triangular) (upper triangular) with ,JD on both diagonals 

Requirements: A is symmetric and positive definite (all n pivots in D are positive). 
This CholeskyJactorization C = chol(A) has CT = L.Ji5, so eTc = LDLT. 

6. A = QR = (orthonormal columns in Q) (upper triangular R). 

Requirements: A has independent columns. Those are orthogonalized in Q by the 
Gram-Schmidt or Householder process. If A is square then Q -1 = QT. 

7. A = SAs-1 = (eigenvectors in S) (eigenvalues in A) (left eigenvectors in S-I). 

Requirements: A must have n linearly independent eigenvectors. 

8. A = QAQT = (orthogonal matrix Q) (real eigenvalue matrix A) (QT is Q-l). 

Requirements: A is real and symmetric. This is the Spectral Theorem. 
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9. A = MJM-l = (generalized eigenvectors in M) (Jordan blocks in J) (M- 1). 

Requirements: A is any square matrix. This Jordan form J has a block for each 
independent eigenvector of A. Every block has only one eigenvalue. 

10. A = V ~ VT = ( ort?ogonal ) ( m x n singular ~alu~ matrix ) ( ort?ogonal ). 
V IS m x n (Jl, ... ,(Jr on ItS dIagonal V IS n x n 

Requirements: None. This singular value decomposition (SVD) has the eigenvec
tors of AAT in U and eigenvectors of AT A in V; (Ji = y'Ai (AT A) = y'Ai (AAT). 

11. A + = V ~ + V T = (orthOgOnal) ( n x m pseudoinvers~ of b ) (orthOgOnal). 
n x n l/(Jl, ... , l/(Jr on dIagonal m x m 

Requirements: None. The pseudoinverse A + has A + A = projection onto row space 
of A and AA + = projection onto column space. The shortest least-squares solution 
to Ax = b is x = A+b. This solves AT Ax = ATb. 

12. A = QH = (orthogonal matrix Q) (symmetric positive definite matrix H). 

Requirements: A is invertible. This polar decomposition has H2 = AT A. The 
factor H is semidefinite if A is singular. The reverse polar decomposition A = K Q 
has K2 = AAT. Both have Q = UVT from the SVD. 

13. A = VAV-l = (unitary V) (eigenvalue matrix A) (U-l which is VH = V T
). 

Requirements: A is normal: AHA = AAH. Its orthonormal (and possibly complex) 
eigenvectors are the columns of U. Complex A's unless A = AH: Hermitian case. 

14. A = VT V-I = (unitary U) (triangular T with A's on diagonal) (V-l = UH). 

Requirements: Schur triangularization of any square A. There is a matrix U with 
orthonormal columns that makes V-I AU triangular: Section 6.4. 

15. Fn = [~ ] [
even-odd ] . 

F t t
· = one step of the (recursIve) FFT. 

nl2 permu a Ion 

Requirements: Fn = Fqurier matrix with entries w jk where wn = 1: FnF n = nI. 
D has 1, w, ... , wnl2 - 1 on its diagonal. For n = 2e the Fast Fourier Transform 
will compute Fnx with only !n.e = ~n log2 n multiplications from .e stages of D's. 



MATLAB TEACHING CODES 

These Teaching Codes are directly available from web.mit.edul 18.06 

cofactor 
cramer 
deter 
eigen2 
eigshow 
eigval 
eigvec 
elim 
findpiv 
fourbase 
grams 
house 
inverse 
leftnull 
Iinefit 
Isq 
normal 
nulbasis 
orthcomp 
partic 
plot2d 
plu 
poly2str 
project 
projmat 
rand perm 
rowbasis 
samespan 
signperm 
slu 
slv 
splu 
spiv 
symmeig 
tridiag 

Compute the n by n matrix of cofactors. 
Solve the system Ax = b by Cramer's Rule. 
Matrix determinant computed from the pivots in P A = L U . 
Eigenvalues, eigenvectors, and det(A - AI) for 2 by 2 matrices. 
Graphical demonstration of eigenvalues and singular values. 
Eigenvalues and their multiplicity as roots of det(A - AI) = O. 
Compute as many linearly independent eigenvectors as possible. 
Reduction of A to row echelon form R by an invertible E. 
Find a pivot for Gaussian elimination (used by plu). 
Construct bases for all four fundamental subspaces. 
Gram-Schmidt orthogonalization of the columns of A. 
2 by 12 matrix giving corner coordinates of a house. 
Matrix inverse (if it exists) by Gauss-Jordan elimination. 
Compute a basis for the left nUllspace. 
Plot the least squares fit to m given points by a line. 
Least squares solution to Ax = b from AT Ax = ATb. 
Eigenvalues and orthonormal eigenvectors when AT A = A AT. 
Matrix of special solutions to Ax = 0 (basis for nullspace). 
Find a basis for the orthogonal complement of a subspace. 
Particular solution of Ax = b, with all free variables zero. 
Two-dimensional plot for the house figures. 
Rectangular PA = LU factorization with row exchanges. 
Express a polynomial as a string. 
Project a vector b onto the column space of A. 
Construct the projection matrix onto the column space of A. 
Construct a random permutation. 
Compute a basis for the row space from the pivot rows of R. 
Test whether two matrices have the same column space. 
Determinant of the permutation matrix with rows ordered by p. 
LU factorization of a square matrix using no row exchanges. 
Apply slu to solve the system Ax = b allowing no row exchanges. 
Square PA = LU factorization with row exchanges. 
The solution to a square, invertible system Ax = b. 
Compute the eigenvalues and eigenvectors of a symmetric matrix. 
Construct a tridiagonal matrix with constant diagonals a, b, c. 
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Index 

See the entries under Matrix 

A 
Addition of vectors, 2, 3,33, 121 

All combinations, 5, 122, 123 

Angle between vectors, 14, 15 

Anti-symmetric, 109 (see Skew-symmetric) 

Area, 272, 273,280 

Arnoldi, 488, 491, 492 

Arrow, 3,4,423 

Associative law, 58, 59,69,80 

Average,227,450,456 

B 
Back substitution, 45, 49, 98 

Backslash, 99, 156 

Basis, 168, 172, 180,200,391 

Big formula, 256, 258 

Big picture, 187, 199,421 

Binomial, 442, 454 

Bioinformatics, 457 

BLAS: Basic Linear Algebra Subroutines, 
466 

Block elimination, 71 

Block multiplication, 70, 79 

Block pivot, 94 

Boundary condition, 417 

Bowl,353 

Box, 273, 276 

C 

Calculus, 25, 281, 417 

Cauchy-Binet, 282 

Cayley-Hamilton, 310,311,362 

Centered difference, 25, 28, 316, 328 

Change of basis, 358, 390, 391, 396,400 

Characteristic polynomial, 287 

Cholesky factorization, 102,345,353,564 

Circle, 315, 316 

Clock,9 

Closest line, 218, 219, 222 

Cofactors, 255, 259, 260, 265, 270 

Column at a time, 23, 32, 36 

Column picture, 32, 34, 40 

Column space C (A), 123, 124, 130 

Column vector, 2, 4 

Columns times rows, 62, 68, 71, 145, 150 

Combination of columns, 32, 33, 56 

Commutative, 59, 69 

Commuting matrices, 305 

Complete solution, 136, 156, 159, 162,313 

Complex, 120,340,493,494,499,506,509 

Complex eigenvalues, 289, 333 

Complex eigenvectors, 289, 333 

Compression, 364, 373, 391,410 

Computational science, 189, 317, 419, 427 

Computer graphics, 459, 462, 463 

Condition number, 371,477,478 

Conjugate, 333, 338,494,501,506 

Conjugate gradients, 486, 492 

Constant coefficients, 312 

Convolution, 515 

Comer, 8,441,443 
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Cosine of angle, 15, 17,447 

Cosine Law, 20 

Cosine of matrix, 329 
Cost vector, 440 

Covariance, 228,453-458 
Cramer's Rule, 259, 269, 279 

Cross product, 275, 276 
Cube, 8,73,274,281,464 

Cyclic, 25, 93, 374 

o 
Delta function, 449, 452 

Dependent, 26, 27, 169, 170 
Derivative, 24, 109,229,384,395 

Detenninant, 63, 244-280, 288, 295 

Ellipse, 290, 346,366,382 
Energy, 343,409 

Engineering, 409, 419 

Error, 211,218,219,225,481,483 

Error equation, 477 
Euler angles, 474 
Euler's fonnula, 311, 426, 430, 497 

Even, 113,246,258,452 

Exponential, 314, 319, 327 

F 

Index 

Factorization, 95, 110, 235, 348, 370, 374 

False proof, 305, 338 

Fast Fourier Transfonn, 393,493,511,565 

Feasible set, 440, 441 
Diagonalizable, 300, 304, 308, 334, 335 FFT (see Fast Fourier Transfonn), 509-514 

Diagonalization, 298, 300, 330, 332, 363, Fibonacci, 75, 266, 268, 301, 302, 306,308 

399 Finite difference, 315-317, 417 
Differential equation, 312-329, 416 Finite elements, 412, 419 
Dimension, 145, 168, 174, 175, 176, 183, First-order system, 315, 326 

185,187 Fixed-free,410,414,417,419 
Discrete cosines, 336, 373 

Discrete sines, 336, 373 

Distance to subspace, 212 

Distributive law, 69 
Dot product, 11,56, 108,447,502 

Dual problem, 442, 446 

E 

Economics, 435, 439 

Eigencourse, 457, 458 
Eigenvalue,283,287,374,499 

Eigenvalue changes, 439 
Eigenvalues of A2, 284, 294,300 
Eigenvalues of uv T, 297 

Eigenvalues of AB, 362 

Eigenvector basis, 399 

Eigenvectors, 283, 287, 374 

Eigshow, 290, 368 

Elimination, 45-66, 83, 86, l35 

Force balance, 412 

FORTRAN, 16,38 

Forward difference, 30 

Four Fundamental Subspaces, 184-199, 368, 
424,507 

Fourier series, 233, 448, 450, 452 

Fourier Transfonn, 393, 509-514 

Fredholm Alternative, 203 

Free, 133, 135, 137, 144, 146, 155 

Full column rank, 157, 170, 405 

Full row rank, 159,405 
Function space, 121,448,449 

Fundamental Theorem of Linear Algebra, 188, 
198, 368 (see Four Fundamental 
Subspaces) 

G 
Gaussian elimination, 45, 49, l35 

Gaussian probability distribution, 455 
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Gauss-Jordan, 83, 84,91,469 

Gauss-Seidel, 481, 484, 485, 489 

Gene expression data, 457 

Geometric series, 436 

Gershgorin circles, 491 

Gibbs phenomenon, 451 

K 

Kalman filter, 93, 214 

Kernel, 377, 380 
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Kirchhoff's Laws, 143, 189,420,424-427 

Krylov, 491, 492 

L 
.t 1 and .t 00 norm, 225, 480 

Givens rotation, 471 

Google, 368, 369,434 
Lagrange multiplier, 445 

Gram-Schmidt, 223, 234, 236, 241, 370,469 
Lanczos method, 490, 492 

Graph,74, 143,307,311,420,422,423 LAPACK, 98, 237, 486 
Group, 119,354 

H 
Half-plane, 7 

Heat equation, 322, 323 

Heisenberg, 305, 310 

Hilbert space, 447, 449 

Hooke's Law, 410, 412 

Householder reflections, 237,469,472 
Hyperplane, 30, 42 

TIl-conditioned matrix, 371, 473, 474 

Imaginary, 289 

Independent, 26, 27, 134, 168,200,300 

Initial value, 313 

Inner product, 11, 56, 108, 448, 502, 506 

Input and output basis, 399 

Integral, 24, 385, 386 

Interior point method, 445 

Intersection of spaces, 129, 183 

Inverse matrix, 24, 81, 270 

Inverse of AB, 82 
Invertible, 86, 173, 200, 248 

Iteration, 481,482,484,489,492 

J 
Jacobi,481,483, 485,489 

Jordan form, 356, 357, 358, 361,482 

JPEG, 364, 373 

Leapfrog method, 317, 329 

Least squares, 218, 219, 236, 405, 408, 453 

Left nullspace N (AT), 184, 186, 192,425 

Left-inverse, 81, 86, 154,405 

Length,12,232,447,448,501 

Line,34,40,221,474 

Line of springs, 411 

Linear combination, 1, 3 

Linear equation, 23 

Linear programming, 440 

Linear transformation, 44, 375-398 

Linearity, 44, 245, 246 

Linearly independent, 26,134,168,169,200 

LINPACK, 465 

Loop,307,425,426 

Lower triangular, 95 

IU,98, 100,474 

Lucas numbers, 306 

M 

Maple, 38, 100 

Mathematica, 38, 100 

MATLAB, 17,37,237,243,290,337,513 

Matrix, 22, 384, 387 (see full page 570) 

Matrix exponential, 314, 319, 327 

Matrix multiplication, 58,59,67,389 

Matrix notation, 37 

Matrix space, 121, 122, 175, 181,311 



570 Index 

With the single heading "Matrix" this page indexes the active life of linear algebra. 

Matrix, 
-1,2,-1 matrix, 106, 167,261,265,349, 

374,410,480 
Adjacency, 74,80,311,369 
All-ones, 251, 262, 307, 348 
Augmented, 60,84, 155 
Band, 99, 468, 469 
Block, 70,94,115,266,348 
Circulant, 507, 515 
Coefficient, 33, 36 
Cofactor matrix, 270 
Companion, 295, 322 
Complex matrix, 339,499 
Consumption, 435, 436 
Covariance, 228, 453, 455, 456, 458 
Cyclic, 25, 93, 374 
Derivative, 385 
Difference, 22, 87,412 
Echelon, 137, 143 
Eigenvalue matrix A, 298 
Eigenvector matrix S, 298 
Elimination, 57,63, 149 
Exponential, 314, 319, 327 
First difference, 22, 373 
Fourie~394,493,505,510,511 

Hadamard, 238, 280 
Hermitian, 339, 340, 501,503,506, 507 
Hessenberg, 262, 488, 492 
Hilbert, 92, 254, 348 
House, 378, 382 
Hypercube, 73 
Identity, 37, 42, 57, 390 
Incidence, 420, 422, 429 
Indefinite, 343 
Inverse, 24, 81, 270 
Invertible, 27,83,86, 112,408,574 
Jacobian, 274 
Jordan, 356, 358,462,565 
Laplacian (Graph Laplacian), 428 
Leslie, 435, 439 
Magic, 43 

Markov, 43, 285, 294,369, 373,431,437 
Negative definite, 343 
Nondiagonalizable, 299, 304, 309 
Normal, 341, 508,565 
Northwest, 119 
Nullspace matrix, 136, 147 
Orthogonal, 231, 252 , 289 
Pascal, 66, 72,88, 101,348,359 
Permutation, 59, 111, 116, 183,297 
Pivot matrix, 97, 104 
Population, 435 
Positive matrix, 413, 431, 434, 436 
Positive definite, 343, 344, 351,409,475 
Projection, 206,208,210,233,285,388, 

462,463 
Pseudoinverse, 199,399,403,404,565 
Rank-one, 145, 152,294,311,363 
Reflection, 243, 286, 336,469,471 
Rotation, 231, 289,460,471 
Saddle-point, 115,343 
Second derivative (Hessian), 349, 353 
Second difference (1, -2,1),322,373,417 
Semidefinite, 345, 415 
Shearing, 379 
Similar, 355-362, 400 
Sine matrix, 349, 354, 373 
Singular, 27, 416,574 
Skew-symmetric, 289, 320, 327, 338, 341 
Sparse, 100,470,474,465 
Stable, 318 
Stiffness, 317,409,412,419 
Stoichiometric, 430 
Sudoku,44 
Sum matrix, 24, 87, 271 
Symmetric, 109,330-341 
Translation, 459, 463 
Triangular, 95, 236, 247, 271, 289, 335 
Tridiagonal, 85, 100,265,413,468,491 
Unitary, 504, 505, 506, 510 
Vandermonde,226, 253, 266,511 
Wavelet, 242 
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~ean,228,453-457 

~inimum, 349 

~ultigrid, 485 

~ultiplication by columns, 23, 36 

~ultiplication by rows, 36 

~ultiplication count, 68, 80, 99, 467,469 

~ultiplicity, 304, 358 

~ultiplier, 45, 46, 50, 96 

N 

n choose In, 442, 454 

n-dimensional space Rn , 1, 120 

netlib,100 

Network, 420, 427 

Newton's method, 445 

No solution, 26, 39, 46, 192 

Nondiagonalizable, 304, 309 

Norm, 12,475,476,479,480,489 

Normal distribution, 455 

Normal equation, 210, 211,453 

Normal matrix, 341, 508, 565 

Nullspace N (A), 132, 185 

o 
Odd permutation, 113 

Ohm's Law, 426 

Orthogonality, 14, 195,448 

Orthogonal complement, 197, 198,200 

Orthogonal spaces, 197 

Orthogonal subspaces, 195, 196,204 

Orthogonal vectors, 14, 195 

Orthonormal, 230, 234, 240, 504 

Orthonormal basis, 367, 368, 449 

Orthonormal eigenvectors, 203, 307, 330, 
332,339,341,503 

p 

Parabola, 224 

Parallelogram, 3, 8, 272, 383 

Partial pivoting, 113,466,467 
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Particular solution, 155, 156, 159 

Permutation, 44,47,231,257 

Perpendicular, 12, 14 (see Orthogonality) 

Perpendicular eigenvectors, 203,339 

Perron-Frobenius Theorem, 434 

Pivcol,146 

Pivot, 45, 46, 55, 256, 333, 351, 466 

Pivot columns, 133, 135, 138, 144, 146, 
173, 185 

Pivot rows, 185 

Pivot variable, 135, 155 

Pixel, 364, 462 

Plane, 6, 26 

Plane rotation, 471 

Poisson distribution, 454 

Polar coordinates, 274, 281, 495-497 

Polar decomposition, 402, 403 

Positive eigenvalues, 342 

Positive pivots, 343 

Potential, 423 

Power method, 487 

Preconditioner, 481, 486 

Principal axes, 330 

Principal Component Analysis, 457 

Probability, 432, 453, 454 

Product of pivots, 63, 85, 244, 333 

Projection, 206-217, 219, 233 

Projection on line, 207, 208 

Projection on subspace, 209, 210 

Projective space, 460 

Pseudoinverse, 199,399,403,404,407 

Pythagoras, 14,20 

PYTHON, 16, 100 

Q 

QR factorization, 243, 564 

QR method, 360,487,490 

R 
Random, 21, 55, 348,373, 562 
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Range, 376,377, 380 

Rank, 144, 159, 160, 166 

Rank of AB, 153, 194,217 

Rank one, 145, 150, 152, 189 

Rayleigh quotient, 476 

Real eigenvalues, 330, 331 

Recursion, 213, 228, 260,392,513 

Reduced cost, 443, 444 

Reduced echelon form (rref), 85, 134, 138, 
148,166,564 

Reflection, 232, 243, 286, 336,471 

Regression, 453 

Repeated eigenvalues, 299, 320, 322 

Residual, 222, 481, 492 

Reverse order, 82, 107 

Right angle, 14 (see Orthogonality) 

Right hand rule, 276 

Right-inverse, 81, 86, 154,405 

Rotation, 231, 289, 460, 471, 474 

Roundoff error, 371,466,477,478 

Row exchange, 47,59, 113,245,253 

Row picture, 31, 34, 40 

Row reduced echelon form, 85 

Row space C(AT), 171, 184 

S 
Saddle, 353 

Scalar, 2, 32 
, 

Schur complement, 72, 94, 348 

Schur's Theorem, 335, 341 

Schwarz inequality, 16, 20, 447 

Search engine, 373 

Second difference, 316, 322, 336 

Second order equation, 314-317 

Shake a Stick, 474 

Shift,375 

Sigma notation, 56 

Simplex method, 440, 443 

Singular value, 363, 365, 371,476 

Index 

Singular Value Decomposition, see SVD 

Singular vector, 363, 408 

Skew-symmetric, 289, 320, 327,338,341 

Solvable, 124, 157, 163 

Span, 125, 131, 168, 171 

Special solution, 132, 136, 146, 147 

Spectral radius, 479, 480, 482 

Spectral Theorem, 330, 335, 564 

Spiral,316 

Square root, 402 

Square wave, 449, 451 

Stability, 316-318, 329 

Standard basis, 172,388 

Statistics, 228, 453 

Steady state, 325, 431, 433,434 

Stretching, 366,411,415 

Submatrix, 106, 153 

Subspace, 121, 122, 127, 184-194 

Sum of spaces, 131, 183 

Sum of squares, 344, 347, 350 

Supercomputer, 465 

SVD, 363, 368, 370, 383, 399,401,457 

T 
Teaching Code, 99, 149,566 

Three steps, 302, 303, 313, 319, 329 

Toeplitz, 106,474 

Trace,288,289,295,309,318 

Transformation, 375 

Transpose, 107,249,502 

Transpose of A B and A-I, 107 

Tree, 307,423 

Triangle, 10,271 

Triangle inequality, 16, 18,20,480 

Tridiagonal (see Matrix) 

Triple product, 276, 282 

U 

Uncertainty, 305, 310 



Index 

Unique solution, 157 
Unit vector, 12, 13,230,234,307 

Upper triangular, 45, 236 

V 

Variance, 228,453,454 
Vector, 2, 3, 121,447 

Vector addition, 2, 3, 33, 121 

Vector space, 120, 121, 127 

Voltage, 423 

Volume, 245, 274, 281 

W 

Wave equation, 322, 323 

Wavelet, 391 

Weighted least squares, 453, 456, 458 

Woodbury-Morrison, 93 
Words, 75, 80 

Index of Symbols 
Ax = b ,23,33 
Ax = AX, 287 

(A - AI)x = 0 , 288 
(AB)-I = B-1 A-I, 82 

(AB)T = BT AT , 107 

(AX)Ty = xT(ATy ), 108, 118 

A = LU ,95,97, 106,564 

A = uvT , 145, 152 

A = LPU , 112,564 
A = LDLT, 110,353,564 

A = LDU ,97, 105,564 

A = AfJAf- I , 358,565 

A = Q H , 402, 565 
A = QR , 235, 243, 564 
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A = QAQT ,330,332,335,347,564 
A = QTQ-I ,335,565 

A = SAS-1 ,298,302,311,564 

A = U:EVT , 363,365,565 
AT A, 110,211 ,216,365,429 
AT Ax = ATb ,210,218,404 

ATCA ,412,413 

Ak = SAkS-I 299 302 , , 
AB = BA, 305 

C(A),125 

C (AT) , 171, 184 

det(A - AI) = 0 , 287 
eAt ,314,319,320,327 
eAt = SeAt S-1 319 , 
EA = R , 149, 187,564 
N(A) , 132 
N(AT) , 184 

P =A(ATA)-IAT ,211 

PA = LU , 112,564 
QTQ = 1 ,230 

Rn ,120 
en ,120,491 

rref , 138, 154, 564 

u = eAt x 312 , 
V1- , 197 

w = e2n:i/n ,497,509 

x+ =A+b ,404,408 

Linear Algebra Web sites 

math.mit.edullinearalgebra Dedicated to help readers and teachers working with this book 

ocw.mit.edu MIT's OpenCourseWare site including video lectures in 18.06 and 18.085-6 

web.mit.eduI18.06 Current and past exams and homeworks with extra materials 

wellesleycambridge.com Ordering information for books by Gilbert Strang 



LINEAR ALGEBRA IN A NUTSHELL 
(( The matrix A is n by n)) 

Nonsingular 

A is invertible 

The columns are independent 

The rows are independent 

The determinant is not zero 

Ax = 0 has one solution x = 0 

Ax = b has one solution x = A-I b 

A has n (nonzero) pivots 

A has full rank r = n 

The reduced row echelon form is R = I 
The column space is all of Rn 

The row space is all of Rn 

All eigenvalues are nonzero 

AT A is symmetric positive definite 

A has n (positive) singular values 
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Singular 

A is not invertible 

The columns are dependent 

The rows are dependent 

The determinant is zero 

Ax = 0 has infinitely many solutions 

Ax = b has no solution or infinitely many 

A has r < n pivots 

A has rank r < n 

R has at least one zero row 

The column space has dimension r < n 

The row space has dimension r < n 

Zero is an eigenvalue of A 

AT A is only semidefinite 

A has r < n singular values 






